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(57) ABSTRACT

The present disclosure describes techniques for automati-
cally and fast generating music for videos. The techniques
comprise receiving a video from a user. The video may
comprise a plurality of segments of frames. Information may
be extracted from the video, wherein the extracted informa-
tion comprises information indicating motion speed in the
video, information indicating motion saliency in the video,
information indicating scene transition in the video, and
timing information associated with the video. A plurality of
sets of music notes matching the plurality of segments of
frames may be generated based at least in part on the
extracted information. A plurality of vectors corresponding
to the plurality of sets of music notes may be generated. The
plurality of pieces of music audio corresponding to the
plurality of segments of frames may be generated based at
least in part on the plurality of vectors.

17 Claims, 11 Drawing Sheets
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Receive a video from a user, the video comprising a phurality of segments of

frames 682

Extract information from the video, wherein the extracted information
comprises information indicating motion speed in the video, information
indicating motion saliency in the video, information indicating scene trapsition
in the video, and timing information associated with the video 604

X
Generate a plurality of sets of music notes matching the plurality of segments
of frames based at feast in part on the extracted information using a model,
wherein the model is pre-trained and leams to correlate video motion speed
with music note density, correlate video motion saliency with music note
strength, correlate video scene transition with nusic structure, and correlate
video timing with music beat 606

Generate a plurality of vectors corresponding to the plurality of sets of music
notes, wherein each of the plurality of vectors indicates at least one music
feature of one of a plurality of pieces of music audio §608

Generate the plarality of pieces of music audio corresponding to the plurality
of segments of frames based at least in part on the plarality of vectors 618

FIG. 6



U.S. Patent Sep. 19, 2023 Sheet 7 of 11 US 11,763,849 B1

700
!
.

Generate a plurality of vectors corresponding to a plurality of sets of music
notes, wherein each of the plurality of vectors indicates at least one music
feature of one of a plurality of pieces of music audio 702

Acquire at least one template based on each of the plurality of vectors,
wherein the at least one teroplate comprises at least one audio file 704

Generate a piece of masic audio corresponding to each of a plurality of
segments of frames based at least in part on the at least one audio file 786

Modify the at least one audio file by adding a melody based on one of the
plurality of sets of music notes 708

FIG. 7
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Receive a video from a aser, the video comprising a plurality of segments of

frames 862

k

Extract information from the video, wherein the extracted information
comprises information indicating motion speed in the video, information
indicating motion saliency in the video, information indicating scene transition
in the video, and timing information associated with the video §04

Generate a plurality of sets of music notes matching the plurality of segments
of frames based at {east in part on the extracted information using a pre-
trained model, 806

Generate a plurality of vectors corresponding to the plurality of sets of mwsic
notes, wherein each of the plurality of vectors indicates at least one music
feature of one of a plurality of pieces of music audio 8§08

Generate the plurality of pieces of music audio corresponding to the plurality
of segments of frames based at least in part on the plurality of vectors §18

Generate music audio content for the video based at least i part on
synthesizing the plurality of pieces of music audio, wherein the music audio
content matches motion, intensity, and transition in the video §12

FIG. 8
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Generate music audio content for a video based at least in part on synthesizing
a plurality of picces of music audio, wherein the music aadio content matches
motion, intensity, and transition in the video 802

Deterniine whether a user likes the music audio content based on user input
904

Present a plurality of options in response to determining that the
user does not like the music audio content 946

Update the music audio content based on one or more options selected
by the user, wherein the one or more options are among the plurality of
options 948

FIG. 9
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Receive a video from a user, the video comprising a plurality of segments of
frames 1002

Generate a plurality of pieces of music audio corresponding to the plurality of
segments of frames based at least in part on a plurality of vectors 1864

Generate music audio content for the video based at least in part on
synthesizing the plurality of pieces of music audio, wherein the music audio
content matches motion, intensity, and transition in the video 1866

Finetune video-audio matching between the video and the music audio
content by applying video warping during the generating the music audio
content 1808

FIG. 10
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1
AUTOMATIC AND FAST GENERATION OF
MUSIC AUDIO CONTENT FOR VIDEOS

BACKGROUND

Communication is increasingly being conducted using
Internet-based tools. The Internet-based tools may be any
software or platform. Existing social media platforms enable
users to communicate with each other by sharing images,
videos, and other information via static app or web pages. As
communication devices, such as mobile phones, become
more sophisticated, people continue to desire new ways for
entertainment, social networking, and communication.

BRIEF DESCRIPTION OF THE DRAWINGS

The following detailed description may be better under-
stood when read in conjunction with the appended drawings.
For the purposes of illustration, there are shown in the
drawings example embodiments of various aspects of the
disclosure; however, the invention is not limited to the
specific methods and instrumentalities disclosed.

FIG. 1 shows an example system for distributing content
in accordance with the present disclosure.

FIG. 2 shows an example diagram depicting information
being extracted from a video in accordance with the present
disclosure.

FIG. 3 shows an example diagram depicting music notes
being generated based on information extracted from a video
in accordance with the present disclosure.

FIG. 4 shows an example diagram depicting vectors
corresponding to music notes being generated accordance
with the present disclosure.

FIG. 5 shows an example diagram depicting pieces of
music audio being generated based on vectors corresponding
to music notes in accordance with the present disclosure.

FIG. 6 shows an example process for automatically gen-
erating music audio for videos which may be in accordance
with the present disclosure.

FIG. 7 shows another example process for automatically
generating music audio for videos which may be in accor-
dance with the present disclosure.

FIG. 8 shows another example process for automatically
generating music audio for videos which may be in accor-
dance with the present disclosure.

FIG. 9 shows another example process for automatically
generating music audio for videos which may be in accor-
dance with the present disclosure.

FIG. 10 shows another example process for automatically
generating music audio for videos which may be in accor-
dance with the present disclosure.

FIG. 11 shows an example computing device which may
be used to perform any of the techniques disclosed herein.

DETAILED DESCRIPTION OF ILLUSTRATIVE
EMBODIMENTS

Users of content creation platforms may have difficulty
selecting music to be featured in their content. For example,
a user of a content creation platform may be creating a video
to be shared on the content creation platform. However, the
user may find it difficult to select an appropriate song to be
played in the video. For example, the user may need to keep
reshooting clips of the video to match the beats and/or style
of a selected song chosen. This process may be frustrating,
inefficient, and time-consuming. Additionally, it may be
difficult for the user to find a song that matches the length of
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the video. For example, the user may be creating a ten-
minute video, and may have difficulty finding a song for the
video that lasts at least ten minutes. For content creators that
are business-oriented (i.e., creating content to promote a
business), it may be difficult to find high-quality music that
does not violate region-specific music licensing agreements.
Alternatively, content creators may attempt to create their
own music to accompany their videos. However, creators
who do not have professional equipment may feel discour-
aged from trying to create music, or they may be unable to
create high quality songs.

Accordingly, improvements in content creation tech-
niques, in particular techniques for music generation, are
desirable. Described here are techniques that enable efficient
smart music generation and professional music editing.
After a content creator creates a video, music or audio that
matches the transitions, intensity, and motion in the video
will be automatically generated. Such music or audio may be
royalty-free and can be of any length.

The music generation techniques described herein may be
utilized by a system for distributing content. FIG. 1 illus-
trates an example system 100 for distributing content. The
system 100 may comprise a server 102 and a plurality of
client devices 104a-n. The server 102 and the plurality of
client devices 104a-» may communicate with each other via
one or more networks 132.

The server 102 may be located at a data center, such as a
single premise, or be distributed throughout different geo-
graphic locations (e.g., at several premises). The server 102
may provide the services via the one or more networks 120.
The network 132 comprise a variety of network devices,
such as routers, switches, multiplexers, hubs, modems,
bridges, repeaters, firewalls, proxy devices, and/or the like.
The network 132 may comprise physical links, such as
coaxial cable links, twisted pair cable links, fiber optic links,
a combination thereof, and/or the like. The network 132 may
comprise wireless links, such as cellular links, satellite links,
Wi-Fi links and/or the like.

The server 102 may comprise a plurality of computing
nodes that host a variety of services. In an embodiment, the
nodes host a content service 112. The content service 112
may comprise a content streaming service, such as an
Internet protocol video streaming service. The content ser-
vice 112 may be configured to distribute content 123 via a
variety of transmission techniques. The content service 112
is configured to provide the content 123, such as video,
audio, textual data, a combination thereof, and/or the like.
The content 123 may comprise content streams (e.g., video
stream, audio stream, information stream), content files
(e.g., video file, audio file, text file), and/or other data. The
content 123 may be stored in a database 122. For example,
the content service 112 may comprise a video sharing
service, a video hosting platform, a content distribution
platform, a collaborative gaming platform, and/or the like.

In an embodiment, the content 123 distributed or provided
by the content service 112 comprises videos. The videos
may have a duration less than or equal to a predetermined
time limit, such as one minute, five minutes, or other
predetermined minutes. By way of example and without
limitation, the videos may comprise at least one, but no more
than four, 15 second segments strung together. The short
duration of the videos may provide viewers with quick
bursts of entertainment that allow users to watch a large
quantity of videos in a short time frame. Such quick bursts
of entertainment may be popular on social media platforms.

The videos may comprise a pre-recorded audio overlay,
such as a clip of a pre-recorded song or audio from a
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television show or movie. If a short video comprises a
pre-recorded audio overlay, the short video may feature one
or more individuals lip-syncing, dancing, or otherwise mov-
ing their body along with the pre-recorded audio. For
example, a short video may feature an individual completing
a “dance challenge” to a popular song or a short video may
feature two individuals participating in a lip-syncing or
dancing duet. As another example, a short video may feature
an individual completing a challenge that requires them to
move his or her body in a manner that corresponds to the
pre-recorded audio overlay, such as in a manner that corre-
sponds to the beat or rhythm of the pre-recorded song
featured by the pre-recorded audio overlay. Other videos
may not comprise a pre-recorded audio overlay. For
example, these videos may feature an individual playing
sports, pulling pranks, or giving advice, such as beauty and
fashion advice, cooking tips, or home renovation tips.

In an embodiment, the content 123 may be output to
different client devices 104 via the network 132. The content
123 may be streamed to the client devices 104. The content
stream may be a stream of videos received from the content
service 112. The plurality of client devices 104 may be
configured to access the content 123 from the content
service 112. In an embodiment, a client device 104 may
comprise a content application 106. The content application
106 outputs (e.g., display, render, present) the content 123 to
auser associated with the client device 104. The content may
comprise videos, audio, comments, textual data and/or the
like.

The plurality of client devices 104 may comprise any type
of computing device, such as a mobile device, a tablet
device, laptop, a desktop computer, a smart television or
other smart device (e.g., smart watch, smart speaker, smart
glasses, smart helmet), a gaming device, a set top box,
digital streaming device, robot, and/or the like. The plurality
of client devices 104 may be associated with one or more
users. A single user may use one or more of the plurality of
client devices 104 to access the server 102. The plurality of
client devices 104 may travel to a variety of locations and
use different networks to access the server 102.

The content service 112 may be configured to receive
input from users. The users may be registered as users of the
content service 112 and may be users of the content appli-
cation 106 operating on client devices 104. The user inputs
may include videos created by users, user comments asso-
ciated with videos, or “likes” associated with videos. The
user inputs may include connection requests and user input
data, such as text data, digital image data, or user content.
The connection requests may comprise requests from the
client devices 104a-d to connect to the content service 112.
The user input data may include information, such as videos
and/or user comments, that the users connected to the
content service 112 want to share with other connected users
of the content service 112.

The content service 112 may be able to receive different
types of input from users using different types of client
devices 104. For example, a user using the content applica-
tion 106 on a first user device, such as a mobile phone or
tablet, may be able to create and upload videos using the
content application 106. A user using the content application
106 on a different mobile phone or tablet may also be able
to view, comment on, or “like” videos or comments written
by other users. In another example, a user using the content
application 106 on a smart television, laptop, desktop, or
gaming device may not be able to create and upload videos
or comment on videos using the content application 106.
Instead, the user using the content application 106 on a smart
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television, laptop, desktop, or gaming device may only be
able to use the content application 106 to view videos, view
comments left by other users, and “like” videos.

In an embodiment, a user may use the content application
106 on a client device 104 to create a video, such as a short
video, and upload the video to the server 102. The client
devices 104 may access an interface 108 of the content
application 106. The interface 108 may comprise an input
element. For example, the input element may be configured
to allow users to create the video. To create the short video,
the user may give the content application 106 permission to
access an image capture device, such as a camera, or a
microphone of the client device 104. Using the content
application 106, the user may select a duration for the video
or set a speed for the video, such as “slow-motion” or “speed
things up.”

The user may edit the video using the content application
106. The user may add one or more texts, filters, sounds, or
effects, such as beauty effects, to the video. To add a
pre-recorded audio overlay to the video, the user may select
a song or sound clip from a sound library of the content
application 106. The sound library may include different
songs, sound effects, or audio clips from movies, albums,
and television shows. In addition to or in lieu of adding a
pre-recorded audio overlay to the video, the user may use the
content application 106 to add a voice-over to the video. The
voice-over may be a sound recorded by the user using a
microphone of the client device 104. The user can add a text
overlay to the short video and may use the content applica-
tion 106 to specify when they want the text overlay to appear
in the video. The user may assign a caption, location tag, and
one or more hashtags to the video to indicate the subject
matter of the video. The content application 106 may prompt
the user to select a frame of the video to use as a “cover
image” for the video.

After the user has created the video, the user may use the
content application 106 to upload the video to the server 102
and/or to save the video locally to the user device 104. When
a user uploads the video to the server 102, they may choose
whether they want the video to be viewable by all other users
of the content application 106 or viewable by only a subset
of the users of the content application 106. The content
service 112 may store the uploaded videos and any metadata
associated with the videos in one or more databases 122.

In an embodiment, a user may use the content application
106 on a client device 104 to provide input on a video. The
client devices 104 may access an interface 108 of the content
application 106 that allows users to provide input associated
with videos. The interface 106 may comprise an input
element. For example, the input element may be configured
to receive input from a user, such as comments or “likes”
associated with a particular video. If the input is a comment,
the content application 106 may allow a user to set an emoji
associated with his or her input. The content application 106
may determine timing information for the input, such as
when a user wrote a comment. The content application 106
may send the input and associated metadata to the server
102. For example, the content application 106 may send a
comment, an identifier of the user that wrote the comment,
and the timing information for the comment to the server
102. The content service 112 may store the input and
associated metadata in the database(s) 122.

The content service 112 may be configured to output the
uploaded videos and user input to other users. The users may
be registered as users of the content service 112 to view
videos created by other users. The users may be users of the
content application 106 operating on client devices 104. The
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content application 106 may output (display, render, present)
the videos and user comments to a user associated with a
client device 104. The client devices 104 may access an
interface 108 of the content application 106. The interface
108 may comprise an output element. The output element
may be configured to display information about different
videos so that a user can select a video to view. For example,
the output element may be configured to display a plurality
of cover images, captions, or hashtags associated with the
videos. The output element may also be configured to
arrange the videos according to a category associated with
each video.

In an embodiment, the user comments associated with a
video may be output to other users watching the same video.
For example, all users accessing a video may view com-
ments associated with the video. The content service 112
may output the video and the associated comments simul-
taneously. Comments may be output by the content service
112 in real-time or near-real-time. The content application
106 may display the videos and comments in various ways
on the client device 104. For example, the comments may be
displayed in an overlay above the content or in an overlay
beside the content. As another example, a user that wants to
view other users’ comments associated with a video may
need to select a button in order to view the comments. The
comments may be animated when displayed. For example,
the comments may be shown scrolling across the video or
across the overlay.

As discussed above, a user may use the content applica-
tion 106 on a client device 104 to create a video and upload
the video to the server 102. In an embodiment, the video
created by the user via the content application 106 on the
client device 104 may be a video that does not comprise a
pre-recorded audio overlay, such as a clip of a pre-recorded
song or audio from a television show or movie. Instead,
music may be automatically generated for the video after the
user has created the video. For example, music audio may be
automatically generated for the video locally on the client
device 104 after the user has created the video but before the
user has uploaded the video to the server 102. Additionally,
or alternatively, music audio may be automatically gener-
ated for the video by the content service 112 after the user
has uploaded the video to the server 102. The music audio
may be generated, for example, using an extraction model
117, a music note generation model 118, a vector generation
model 119, an audio generation model 120, and/or a refine-
ment model 121.

In an embodiment, at least one of the content service 112
or the client devices 104 comprise the extraction model 117.
The extraction model 117 may be utilized, at least in part, to
retrieve (e.g., determine, extract, etc.) information from
videos created by users. For example, the extraction model
117 may be utilized to extract information associated with
the video motion speed, the video motion saliency (i.e., the
conspicuous state of an object in a video), scene transitions,
and/or the timing of the video. For example, if a video
depicts a man walking, the extraction model 117 may be
utilized to extract information associated with how fast that
man is walking, if/when he stops, etc. The information
extracted from the user-created videos by the extraction
model 117 may, for example, be stored in a database 124 as
extraction data 125.

FIG. 2 illustrates an example diagram 200 depicting
information being extracted from a video 202. The video
202 may comprise a plurality of segments 204a-d. Each of
the segments 204a-d may include one or more video frames
from the video 202. The extraction model 117 may extract
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from the entire video 202 (e.g., from all of the segments
204a-d), information associated with the video motion speed
in the video 202. The extraction model 117 may additionally
extract from the video 202, information associated with the
video motion saliency in the video 202. The extraction
model 117 may additionally extract from the video 202,
information associated with the scene transitions in the
video 202. The extraction model 117 may additionally
extract from the video 202, information associated with the
timing in the video 202. For example, the extraction model
117 may determine, for each item of information extracted
from the video 202, at what time during the video 202 that
the information was extracted. For example, if the video 202
has a duration of 60 seconds, the extraction model 117 may
extract an item of information associated with the video
motion saliency, video motion speed, and/or scene transition
at a particular time, such as at 30 seconds. The timing
information associated with this item of information may
indicate that it was extracted from the video 202 at the
30-second mark. Collectively, the extracted information
associated with the video motion speed, video motion
saliency, scene transitions, and/or timing, may be referred to
as extracted information 204. The extracted information 204
may, for example, be stored in the database 124 as extraction
data 125.

Referring back to FIG. 1, in an embodiment, at least one
of'the content service 112 or the client devices 104 comprise
the music note generation model 118. The music note
generation model 118 may be utilized, at least in part, to
automatically generate music notes corresponding to the
extraction data 125. For example, the music note generation
model 118 may utilize the information extracted from videos
by the extraction model 117 to automatically generate, for
each segment of a video, a set of music notes for the video.
For example, the music note generation model 118 may
utilize the information associated with a video’s motion
speed, motion saliency (i.e., the conspicuous state of an
object in a video), scene transitions, and/or the timing to
automatically generate music notes for the video.

In embodiments, to generate music notes for a video, the
music note generation model 118 may retrieve from the
database 124 the extraction data 125. The extraction data
125 may be fed into a trained model, such as a compound-
word transformer model. The model may be pre-trained and
may be configured to correlate video motion speed with
music note density, correlate video motion saliency with
music note strength, correlate video scene transition with
music structure, and correlate video timing with music beat.
For example, the model may receive, as input, the extraction
data 125. The model may output music notes (e.g., sheet
music) associated with a particular music note density,
music note strength, music structure, and/or music beat. The
generated music notes may, for example, be stored in a
database 126 as generated music note data 127.

In embodiments, the model is a compound-word trans-
former model that is trained on a large quantity of midi files
(e.g., 3000 midi files). Music generation may be made to be
controllable by adding a parameter in the training process. A
compound-word transformer model may utilize different
feed-forward heads to model tokens of different types. The
different types of tokens may include, for example, note
types and metric types. With an expansion-compression
trick, the compound-word transformer can convert a piece of
music to a sequence of compound words by grouping
neighboring tokens, greatly reducing the length of the token
sequences.
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FIG. 3 illustrates an example diagram 300 depicting
music notes being generated based on the information
extracted from a video. As described above with regard to
FIG. 2, a video 202 may include one or more segments
204a-d of video frames. The extraction model 117 may
extract from the video 202, information associated with the
video motion speed, video motion saliency, scene transi-
tions, and/or the timing in each of the segments 204a-d.
Collectively, the extracted information associated with the
video motion speed, video motion saliency, scene transi-
tions, and/or timing, may be referred to as extracted infor-
mation 204. The music note generation model 118 may
generate music notes having a music note density that
correlates to each item of extracted information associated
with the video motion speed in the video 202. The music
notes generated by the music note generation model 118
may additionally have a music note strength that correlates
to each item of extracted information associated with the
video motion saliency in the video 202. Additionally, the
music notes generated by the music note generation model
118 may have a music structure that correlates to each item
of extracted information associated with video scene tran-
sition in the video 202. Lastly, the music notes generated by
the music note generation model 118 may have a music beat
that correlates to each item of extracted information asso-
ciated with video timing in the video 202. Collectively, the
music notes having the corresponding music note density,
music note strength, music structure, and/or music beat may
be referred to as generated music notes.

In embodiments, the generated music notes may, for
example, be divided into a plurality of sets 304a-d of music
notes. Each of the sets 304a-d of music notes may corre-
spond to one of the segments 204a-d of the video 202. For
example, the set 304a of music notes may correspond to the
segment 204q of the video 202, the set 3045 of music notes
may correspond to the segment 2045 of the video 202, the
set 304¢ of music notes may correspond to the segment 204¢
of the video 202, and the set 304d of music notes may
correspond to the segment 2044 of the video 202. The
plurality of sets 304a-d of music notes may be stored in the
database 126 as music note data 127.

Referring back to FIG. 1, in an embodiment, at least one
of'the content service 112 or the client devices 104 comprise
a vector generation model 119. The vector generation model
119 may be utilized, at least in part, to automatically
generate vectors corresponding to the music note data 127.
For example, the vector generation model 119 may utilize
the music note data 127 generated by the music note
generation model 118 to automatically generate, for each of
the plurality of sets 304a-d of music notes, a vector. Each
vector may indicate at least one music feature of a piece of
music audio associated with the corresponding set of music
notes. For example, the at least one music feature may
include a music style (e.g., music genre and/or mood), a bar
structure, or a music instrument. A music genre may indicate
whether the music audio associated with the corresponding
set of music notes most closely resembles pop, rock, hip
hop, country, etc. A music mood may indicate whether the
music audio associated with the corresponding set of music
notes has a particular energy (e.g., energetic, sad, slow,
upbeat, etc.).

In embodiments, to generate the vectors, the vector gen-
eration model 119 may retrieve from the database 126 the
music note data 127. The vector generation model 119 may
be a trained model configured to determine music charac-
teristics based on music notes. For example, the vector
generation model 119 may receive, as input, the music note
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data 127. The vector generation model 119 may output
vectors (e.g., one-dimensional rows of data or multidimen-
sional vectors) indicative of music characteristics of the
input music note data 127. The vectors may, for example, be
in a format that is consumable by the audio generation model
120. The generated vectors may, for example, be stored in a
database 130 as vector data 131.

In embodiments, a user may be able to specify one or
more music preferences. Such preferences may be utilized
by the vector generation model 119 when it is generating one
or more vectors. For example, a user may indicate that he or
she wants music that is upbeat to accompany a video. Thus,
the user may specify this preference, and the vector genera-
tion model 119 may utilize the user-specified preferences in
addition to or as an alternative to the plurality of sets 304a-d
of music notes. The preferences may indicate, for example,
a genre, a mood, a style, and/or one or more instruments that
the user wants the generated music to reflect. The prefer-
ences may be in-line with or in conflict with the plurality of
sets of music notes 304a-d. For example, a set of music
notes may indicate a slow or sad energy. Nevertheless, the
user may indicate that he or she wants music content for the
video having a quick or happy energy. Thus, the vector may
reflect the user-selected preferences instead of those indi-
cated by the music notes.

FIG. 4 illustrates an example diagram 400 depicting
vectors being generated based on music notes. As described
above with regard to FIG. 3, a plurality of sets 304a-d of
music notes may be generated. Each of the sets 304a-d of
music notes may correspond to one of the segments 204a-d
of the video 202. The vector generation model 119 may
generate a plurality of vectors 402a-d. Each of the plurality
of vectors 402a-d may correlate to a particular set 304a-d of
music notes. For example, the vector 402a may correlate to
the set 304a of music notes, the vector 4025 may correlate
to the set 3045 of music notes, the vector 402¢ may correlate
to the set 304¢ of music notes, and the vector 4024 may
correlate to the set 3044 of music notes.

The vectors 402a-d generated by the vector generation
model 119 may indicate at least one music feature of a piece
of music audio associated with the corresponding set of
music notes. For example, the vector 402¢ may indicate at
least one music feature of a piece of music audio associated
with the set 304a of music notes. The piece of music audio
associated with the set 304a of music notes may be a music
audio signal (e.g., (e.g., an actual audio signal, as opposed
to just music notes) that could be generated based on the set
304a music notes. Likewise, the vector 4026 may indicate at
least one music feature of a piece of music audio associated
with the set 3045 of music notes, the vector 402¢ may
indicate at least one music feature of a piece of music audio
associated with the set 304¢ of music notes, and the vector
402d may indicate at least one music feature of a piece of
music audio associated with the set 3044 of music notes. The
vectors 402a-d may be stored in the database 130 as vector
data 131.

The vectors 402a-d may be consumable by the audio
generation model 120. For example, the audio generation
model 120 may not be able to read the music notes from the
sets 304a-d of music notes. Thus, the vector generation
model 119 may be utilized to translate or convert the sets
304a-d of music notes in a format that is readable or
consumable by the audio generation model 120.

As described above, each vector 402a-d may indicate at
least one music feature of the piece of music audio associ-
ated with the corresponding set of music notes 304a-d. For
example, the at least one music feature may include a music
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style (e.g., music genre and/or mood), a bar structure, or a
music instrument. A music genre may indicate whether the
music audio associated with the corresponding set of music
notes most closely resembles pop, rock, hip hop, country,
etc. A music mood may indicate whether the music audio
associated with the corresponding set of music notes has a
particular energy (e.g., energetic, sad, slow, upbeat, etc.).

Referring back to FIG. 1, in an embodiment, at least one
of'the content service 112 or the client devices 104 comprise
the audio generation model 120. The audio generation model
120 may be utilized, at least in part, to generate a plurality
of pieces of music audio based at least in part on the vector
data 131. The audio generation model 120 may receive, as
input, the vector data 131 and output the plurality of pieces
of music. Each piece of music from the plurality of pieces
of music may correspond to a particular vector from the
plurality of vectors generated by the vector generation
model 119. As described above, each vector from the
plurality of vectors corresponds to a particular set of music
notes from the plurality of sets of music notes generated by
the music note generation model 118. As also described
above, each set of music notes from the plurality of music
notes corresponds to a particular segment of the video. Thus,
each piece of music from the plurality of pieces of music
generated by the audio generation model 120 may corre-
spond to a particular segment of the video. Each piece of
music audio generated by the audio generated audio may be
indicative of or reflect the music feature(s) of that particular
piece of music audio as indicated by the corresponding
vector. The pieces of music audio may be stored, for
example, in a database 132 as music audio data 133.

In embodiments, to generate the plurality of pieces of
music audio, the audio generation model 120 may utilize one
or more templates. The one or more templates may be from
among a plurality of templates per-stored in a database, such
as the templates 129 in the database 128. Each of the
plurality of templates may comprise an audio file. The audio
file may be associated with at least a main track (e.g.,
chords) and/or base music that is associated with a particular
style or type of music. Based on the vector data 131, the
audio generation model 120 may determine one or more
templates associated with the appropriate style or type of
music. For example, the audio generation model 120 may
retrieve, from the database 128, the one or more templates.

In embodiments, after the one or more templates have
been retrieved, the audio generation model 120 may modify
or add features to the template(s). For example, the audio
generation model 120 may modify or add features to the
template(s) based on the corresponding set of music notes
generated earlier by the music note generation model 118.
For example, the audio generation model 120 may generate
a main melody, decorative melody, and/or instrument track
based on the corresponding set of music notes. The audio
generation model 120 may add the main melody, decorative
melody, and/or instrument track to the audio file (e.g., main
audio track) of the template(s) retrieved from the database.

By utilizing one or more templates, the music audio
generation process is quick and does not require prohibitive
amounts of computing power. For example, utilizing one or
more templates to provide a base track for the music audio
may prevent the need to generate a new audio track from
scratch each time music audio content for a video is gener-
ated. As a result, users do not have to wait long periods of
time for the music audio content to be generated. By
contrast, if a new audio track had to be generated each time
music audio content for a video is needed, this would require
a large amount of computing resources and it would also
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require users to wait a longer amount of time for the music
audio content to be generated.

In embodiments, the audio generation model 120 may,
after generating the plurality of pieces of music audio,
generating a final piece of music audio content for the video
based at least in part on synthesizing the plurality of pieces
of music audio. The final piece of music audio content for
the video may match the motion, intensity, and transition in
the video.

FIG. 5 illustrates an example diagram 500 depicting
pieces of music being generated base, at least in part, on
vectors. As described above with regard to FIG. 4, a plurality
of vectors 402a-d may be generated. Each of the vectors
402a-d may correspond to one of the sets 304a-d of music
notes. Each set 304a-d of music notes may correspond to
one of the segments 204a-d of the video 202. Thus, each of
the vectors 402a-d may correspond to one of the segments
204a-d of the video. The audio generation model 120 may
generate a plurality of pieces of music audio 502a-d based
at least in part on the vectors 402a-d. Each of the plurality
of pieces of music audio 502a-d may correlate to a vector
402a-d. For example, the piece of music audio 502a may
correlate to the vector 4024, the piece of music audio 5025
may correlate to the vector 4024, the piece of music audio
502¢ may correlate to the vector 402¢, and the piece of
music audio 502d may correlate to the vector 4024. If each
of the vectors 402a-d correspond to one of the segments
204a-d of the video, the piece of music audio 502a may
correlate to the segment 204a, the piece of music audio 5025
may correlate to the segment 2045, the piece of music audio
502¢ may correlate to the segment 204¢, and the piece of
music audio 5024 may correlate to the segment 204d. The
pieces of music audio 502a-d may be synthesized to gen-
erate a final piece of music audio content for the video 202
that may match the motion, intensity, and transition in the
video 202. Video-audio matching between the video 202 and
the music audio content may be finetuned, for example, by
applying video warping while generating the music audio
content and/or adding the music audio content to the video
202.

Referring back to FIG. 1, in an embodiment, at least one
of'the content service 112 or the client devices 104 comprise
a refinement model 121. The refinement model 121 may be
utilized, at least in part, to refine or change the final piece of
music audio content generated for a video. For example, it
may be determined whether the user likes the generated
music audio content, such as based on user input. For
example, the refinement model 121 may receive an indica-
tion that the user likes the generated music audio content. If
the refinement model 121 receives an indication that the user
likes the generated music audio content, the generated music
audio content may remain unchanged. Conversely, if the
refinement model 121 receives an indication that the user
does not like the generated music audio content, the refine-
ment model 121 may present or cause display of a plurality
of options. For example, the refinement model 121 may
present or cause display of a plurality of options on an
interface 108a-d of the content application 106. Each of the
plurality of options may indicate a potential modification or
change that may be made to the generated music audio
content. The user may select (e.g., click) one or more of the
plurality of options. The refinement model 121 may receive
an indication of the one or more selected options. The
refinement model 119 may update or modify the music audio
content based on one or more options selected by the user.
This process may be repeated until the user indicates that he
or she likes the music audio content.
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FIG. 6 illustrates an example process 600 performed by a
content service (e.g., content service 112) and/or a client
device (e.g., client device 104). The content service and/or
the client device may perform the process 600 automatically
and efficiently generate music audio content for videos.
Although depicted as a sequence of operations in FIG. 6,
those of ordinary skill in the art will appreciate that various
embodiments may add, remove, reorder, or modify the
depicted operations.

As described above, a user of a content service may create
a video for distribution to other users of the content service.
At 602, a video may be received from a user. The video may
comprise a plurality of segments of frames. The video may
have been created by the user. The video may not include
any background music. The user may want background
music that corresponds to the video to be automatically and
efficiently generated.

To automatically generated music corresponding to the
video frames, information may be extracted from the video
frames. At 604, information may be extracted from the
video. The extracted information comprises information
indicating motion speed in the video, information indicating
motion saliency in the video, information indicating scene
transition in the video, and timing information associated
with the video. For example, if a video depicts a man
walking, information associated with how fast that man is
walking, if/when he stops, etc. may be extracted from the
video. Collectively, the extracted information associated
with the video motion speed, video motion saliency, scene
transitions, and/or timing, may be referred to as the extracted
information.

A music note generation model may be utilized, at least in
part, to automatically generate a set of music notes for each
of'the segments of the video frames. For example, the music
note generation model may utilize the extracted information
to automatically generate a set of music notes for each of the
segments of the video frames. At 606, a plurality of sets of
music notes matching the plurality of segments of frames
based at least in part on the extracted information using a
model (e.g., music note generation model).The model may
be pre-trained and may have learned to correlate video
motion speed with music note density, correlate video
motion saliency with music note strength, correlate video
scene transition with music structure, and correlate video
timing with music beat. As described above, in embodi-
ments, the model may be a compound-word transformer
model that is trained on a large quantity of midi files (e.g.,
3000 midi files).

A vector generation model may be utilized, at least in part,
to automatically generate vectors corresponding to the plu-
rality of sets of music notes. For example, the vector
generation model may utilize the plurality of sets of music
notes to automatically generate, for each of the plurality of
sets of music notes, a vector. Each vector may indicate at
least one music feature of a piece of music audio associated
with the corresponding set of music notes.

At 608, a plurality of vectors corresponding to the plu-
rality of sets of music notes may be generated. Each of the
plurality of vectors may indicate at least one music feature
of one of a plurality of pieces of music audio. For example,
the at least one music feature may include a music style (e.g.,
music genre and/or mood), a bar structure, or a music
instrument. A music genre may indicate whether the music
audio associated with the corresponding set of music notes
most closely resembles pop, rock, hip hop, country, etc. A
music mood may indicate whether the music audio associ-
ated with the corresponding set of music notes has a par-
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ticular energy (e.g., energetic, sad, slow, upbeat, etc.). The
vectors may, for example, be in a format that is consumable
by an audio generation model.

An audio generation model may be utilized, at least in
part, to generate a plurality of pieces of music audio based
at least in part on the plurality of vectors. The audio
generation model may receive, as input, the vectors and
output the plurality of pieces of music. At 610, the plurality
of pieces of music audio corresponding to the plurality of
segments of frames may be generated based at least in part
on the plurality of vectors. Each piece of music from the
plurality of pieces of music may correspond to a particular
vector from the plurality of vectors. As described above,
each vector from the plurality of vectors corresponds to a
particular set of music notes from the plurality of sets of
music notes generated by the music note generation model.
As also described above, each set of music notes from the
plurality of music notes corresponds to a particular segment
of'the video. Thus, each piece of music from the plurality of
pieces of music generated by the audio generation model
may correspond to a particular segment of the video. Each
piece of music audio generated by the audio generated audio
may be indicative of or reflect the music feature(s) of that
particular piece of music audio as indicated by the corre-
sponding vector.

FIG. 7 illustrates an example process 700 performed by a
content service (e.g., content service 112) and/or a client
device (e.g., client device 104). The content service and/or
the client device may perform the process 700 automatically
generate music for videos. Although depicted as a sequence
of operations in FIG. 7, those of ordinary skill in the art will
appreciate that various embodiments may add, remove,
reorder, or modify the depicted operations.

A vector generation model may be utilized, at least in part,
to automatically generate vectors corresponding to a plural-
ity of sets of music notes. For example, the vector generation
model may utilize the plurality of sets of music notes to
automatically generate, for each of the plurality of sets of
music notes, a vector. Each vector may indicate at least one
music feature of a piece of music audio associated with the
corresponding set of music notes.

At 702, a plurality of vectors corresponding to the plu-
rality of sets of music notes may be generated. Each of the
plurality of vectors may indicate at least one music feature
of one of a plurality of pieces of music audio. For example,
the at least one music feature may include a music style (e.g.,
music genre and/or mood), a bar structure, or a music
instrument. A music genre may indicate whether the music
audio associated with the corresponding set of music notes
most closely resembles pop, rock, hip hop, country, etc. A
music mood may indicate whether the music audio associ-
ated with the corresponding set of music notes has a par-
ticular energy (e.g., energetic, sad, slow, upbeat, etc.). The
vectors may, for example, be in a format that is consumable
by an audio generation model.

To generate a plurality of pieces of music audio, an audio
generation model may utilize one or more templates. The
one or more templates may be from among a plurality of
templates stored in a database. Each of the plurality of
templates may comprise an audio file. The audio file may be
associated with at least a main track (e.g., chords) and/or
base music that is associated with a particular style or type
of music. At 704, at least one template may be acquired
based on each of the plurality of vectors. For example, based
on the music features indicated by the plurality of vectors,
the audio generation model may determine one or more
templates associated with the appropriate style or type of
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music. Such template(s) may be retrieved from a database.
At 706, a piece of music audio corresponding to each of a
plurality of segments of frames may be generated based at
least in part on the at least one audio file.

In embodiments, after the one or more templates have
been retrieved and a piece of music audio corresponding to
each of a plurality of segments of frames has been generated,
the audio generation model may modify or add to the audio
file. At 708, the at least one audio file may be modified by
adding a melody based on one of the plurality of sets of
music notes. For example, the audio generation model may
generate a main melody, decorative melody, and/or instru-
ment track based on the corresponding set of music notes.
The audio generation model may add the main melody,
decorative melody, and/or instrument track to the audio file
(e.g., main audio track) of the template(s).

FIG. 8 illustrates an example process 800 performed by a
content service (e.g., content service 112) and/or a client
device (e.g., client device 104). The content service and/or
the client device may perform the process 800 automatically
generate music for videos. Although depicted as a sequence
of operations in FIG. 8, those of ordinary skill in the art will
appreciate that various embodiments may add, remove,
reorder, or modify the depicted operations.

As described above, a user of a content service may create
a video for distribution to other users of the content service.
At 802, a video may be received from a user. The video may
comprise a plurality of segments of frames. The video may
have been created by the user. The video may not include
any background music. The user may want background
music that corresponds to the video to be automatically and
efficiently generated.

To automatically generated music corresponding to the
video frames, information may be extracted from the video
frames. At 804, information may be extracted from the
video. The extracted information comprises information
indicating motion speed in the video, information indicating
motion saliency in the video, information indicating scene
transition in the video, and timing information associated
with the video. For example, if a video depicts a man
walking, information associated with how fast that man is
walking, if/when he stops, etc. may be extracted from the
video. Collectively, the extracted information associated
with the video motion speed, video motion saliency, scene
transitions, and/or timing, may be referred to as the extracted
information.

A music note generation model may be utilized, at least in
part, to automatically generate a set of music notes for each
of'the segments of the video frames. For example, the music
note generation model may utilize the extracted information
to automatically generate a set of music notes for each of the
segments of the video frames. At 806, a plurality of sets of
music notes matching the plurality of segments of frames
based at least in part on the extracted information using a
model (e.g., music note generation model). The model may
be pre-trained and may learn to correlate video motion speed
with music note density, correlate video motion saliency
with music note strength, correlate video scene transition
with music structure, and correlate video timing with music
beat The model may be pre-trained and may have learned to
correlate video motion speed with music note density, cor-
relate video motion saliency with music note strength,
correlate video scene transition with music structure, and
correlate video timing with music beat. As described above,
in embodiments, the model may be a compound-word
transformer model that is trained on a large quantity of midi
files (e.g., 3000 midi files).
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A vector generation model may be utilized, at least in part,
to automatically generate vectors corresponding to the plu-
rality of sets of music notes. For example, the vector
generation model may utilize the plurality of sets of music
notes to automatically generate, for each of the plurality of
sets of music notes, a vector. Each vector may indicate at
least one music feature of a piece of music audio associated
with the corresponding set of music notes.

At 808, a plurality of vectors corresponding to the plu-
rality of sets of music notes may be generated. Each of the
plurality of vectors may indicate at least one music feature
of one of a plurality of pieces of music audio. For example,
the at least one music feature may include a music style (e.g.,
music genre and/or mood), a bar structure, or a music
instrument. A music genre may indicate whether the music
audio associated with the corresponding set of music notes
most closely resembles pop, rock, hip hop, country, etc. A
music mood may indicate whether the music audio associ-
ated with the corresponding set of music notes has a par-
ticular energy (e.g., energetic, sad, slow, upbeat, etc.). The
vectors may, for example, be in a format that is consumable
by an audio generation model.

An audio generation model may be utilized, at least in
part, to generate a plurality of pieces of music audio based
at least in part on the plurality of vectors. The audio
generation model may receive, as input, the vectors and
output the plurality of pieces of music. At 810, the plurality
of pieces of music audio corresponding to the plurality of
segments of frames may be generated based at least in part
on the plurality of vectors. Each piece of music from the
plurality of pieces of music may correspond to a particular
vector from the plurality of vectors. As described above,
each vector from the plurality of vectors corresponds to a
particular set of music notes from the plurality of sets of
music notes generated by the music note generation model.
As also described above, each set of music notes from the
plurality of music notes corresponds to a particular segment
of'the video. Thus, each piece of music from the plurality of
pieces of music generated by the audio generation model
may correspond to a particular segment of the video. Each
piece of music audio generated by the audio generated audio
may be indicative of or reflect the music feature(s) of that
particular piece of music audio as indicated by the corre-
sponding vector. At 812, music audio content may be
generated for the video based at least in part on synthesizing
the plurality of pieces of music audio. The music audio
content may match motion, intensity, and transition in the
video.

FIG. 9 illustrates an example process 900 performed by a
content service (e.g., content service 112) and/or a client
device (e.g., client device 104). The content service and/or
the client device may perform the process 900 automatically
generate music for videos. Although depicted as a sequence
of operations in FIG. 9, those of ordinary skill in the art will
appreciate that various embodiments may add, remove,
reorder, or modify the depicted operations.

As described above, music audio content may be gener-
ated for the video. At 902, music audio content may be
generated for a video based at least in part on synthesizing
aplurality of pieces of music audio. The music audio content
may match motion, intensity, and transition in the video.

It may be determined whether the user likes the generated
music audio content, such as based on user input. At 904, it
may be determined whether a user likes the music audio
content based on user input. For example, an indication that
the user likes the generated music audio content may be
received. If an indication that the user likes the generated
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music audio content, the generated music audio content may
remain unchanged. Conversely, an indication that the user
does not like the generated music audio content may be
received. At 906, a plurality of options may be presented in
response to determining that the user does not like the music
audio content. For example, the plurality of options may be
presented or displayed on an interface of a content applica-
tion.

At 908, the music audio content may be updated based on
one or more options selected by the user, wherein the one or
more options are among the plurality of options Each of the
plurality of options may indicate a potential modification or
change that may be made to the generated music audio
content. The user may select (e.g., click) one or more of the
plurality of options. An indication of the one or more
selected options may be received. The music audio content
may be updated, modified, or refined based on one or more
options selected by the user. This process may be repeated
until the user indicates that he or she likes the music audio
content.

FIG. 10 illustrates an example process 1000 performed by
a content service (e.g., content service 112) and/or a client
device (e.g., client device 104). The content service and/or
the client device may perform the process 1000 automati-
cally generate music for videos. Although depicted as a
sequence of operations in FIG. 10, those of ordinary skill in
the art will appreciate that various embodiments may add,
remove, reorder, or modify the depicted operations.

As described above, a user of a content service may create
a video for distribution to other users of the content service.
At 1002, a video may be received from a user. The video
may comprise a plurality of segments of frames. The video
may have been created by the user. The video may not
include any background music. The user may want back-
ground music that corresponds to the video to be automati-
cally and efficiently generated.

An audio generation model may be utilized, at least in
part, to generate a plurality of pieces of music audio based
at least in part on a plurality of vectors. The audio generation
model may receive, as input, the vectors and output the
plurality of pieces of music. At 1004, a plurality of pieces of
music audio corresponding to the plurality of segments of
frames may be generated based at least in part on a plurality
of vectors. Each piece of music from the plurality of pieces
of music may correspond to a particular vector from the
plurality of vectors. As described above, each vector from
the plurality of vectors corresponds to a particular set of
music notes from a plurality of sets of music notes generated
by the music note generation model. As also described
above, each set of music notes from the plurality of music
notes corresponds to a particular segment of the video. Thus,
each piece of music from the plurality of pieces of music
may correspond to a particular segment of the video. Each
piece of music audio may be indicative of or reflect the
music feature(s) of that particular piece of music audio as
indicated by the corresponding vector.

At 1006, music audio content may be generated for the
video based at least in part on synthesizing the plurality of
pieces of music audio. The music audio content may match
motion, intensity, and transition in the video. Video-audio
matching between the video and the music audio content
may be finetuned, for example, by applying video warping
while generating the music audio content and/or adding the
music audio content to the video. At 1008, video-audio
matching between the video and the music audio content
may be finetuned by applying video warping during the
generating the music audio content.
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FIG. 11 illustrates a computing device that may be used
in various aspects, such as the services, networks, modules,
and/or devices depicted in FIG. 1. With regard to the
example architecture of FIG. 1, any or all of the model(s),
the server, the content service, and client devices may each
be implemented by one or more instance of a computing
device 1100 of FIG. 11. The computer architecture shown in
FIG. 11 shows a conventional server computer, workstation,
desktop computer, laptop, tablet, network appliance, PDA,
e-reader, digital cellular phone, or other computing node,
and may be utilized to execute any aspects of the computers
described herein, such as to implement the methods
described herein.

The computing device 1100 may include a baseboard, or
“motherboard,” which is a printed circuit board to which a
multitude of components or devices may be connected by
way of a system bus or other electrical communication
paths. One or more central processing units (CPUs) 1104
may operate in conjunction with a chipset 1106. The CPU(s)
1104 may be standard programmable processors that per-
form arithmetic and logical operations necessary for the
operation of the computing device 1100.

The CPU(s) 1104 may perform the necessary operations
by transitioning from one discrete physical state to the next
through the manipulation of switching elements that differ-
entiate between and change these states. Switching elements
may generally include electronic circuits that maintain one
of two binary states, such as flip-flops, and electronic
circuits that provide an output state based on the logical
combination of the states of one or more other switching
elements, such as logic gates. These basic switching ele-
ments may be combined to create more complex logic
circuits including registers, adders-subtractors, arithmetic
logic units, floating-point units, and the like.

The CPU(s) 1104 may be augmented with or replaced by
other processing units, such as GPU(s). The GPU(s) may
comprise processing units specialized for but not necessarily
limited to highly parallel computations, such as graphics and
other visualization-related processing.

A chipset 1106 may provide an interface between the
CPU(s) 1104 and the remainder of the components and
devices on the baseboard. The chipset 1106 may provide an
interface to a random-access memory (RAM) 1108 used as
the main memory in the computing device 1100. The chipset
1106 may further provide an interface to a computer-read-
able storage medium, such as a read-only memory (ROM)
1120 or non-volatile RAM (NVRAM) (not shown), for
storing basic routines that may help to start up the computing
device 1100 and to transfer information between the various
components and devices. ROM 1120 or NVRAM may also
store other software components necessary for the operation
of'the computing device 1100 in accordance with the aspects
described herein.

The computing device 1100 may operate in a networked
environment using logical connections to remote computing
nodes and computer systems through local area network
(LAN). The chipset 1106 may include functionality for
providing network connectivity through a network interface
controller (NIC) 1122, such as a gigabit Ethernet adapter. A
NIC 1122 may be capable of connecting the computing
device 1100 to other computing nodes over a network 1116.
It should be appreciated that multiple NICs 1122 may be
present in the computing device 1100, connecting the com-
puting device to other types of networks and remote com-
puter systems.

The computing device 1100 may be connected to a mass
storage device 1128 that provides non-volatile storage for



US 11,763,849 Bl

17

the computer. The mass storage device 1128 may store
system programs, application programs, other program
modules, and data, which have been described in greater
detail herein. The mass storage device 1128 may be con-
nected to the computing device 1100 through a storage
controller 1124 connected to the chipset 1106. The mass
storage device 1128 may consist of one or more physical
storage units. The mass storage device 1128 may comprise
a management component 1110. A storage controller 1124
may interface with the physical storage units through a serial
attached SCSI (SAS) interface, a serial advanced technology
attachment (SATA) interface, a fiber channel (FC) interface,
or other type of interface for physically connecting and
transferring data between computers and physical storage
units.

The computing device 1100 may store data on the mass
storage device 1128 by transforming the physical state of the
physical storage units to reflect the information being stored.
The specific transformation of a physical state may depend
on various factors and on different implementations of this
description. Examples of such factors may include, but are
not limited to, the technology used to implement the physi-
cal storage units and whether the mass storage device 1128
is characterized as primary or secondary storage and the like.

For example, the computing device 1100 may store infor-
mation to the mass storage device 1128 by issuing instruc-
tions through a storage controller 1124 to alter the magnetic
characteristics of a particular location within a magnetic disk
drive unit, the reflective or refractive characteristics of a
particular location in an optical storage unit, or the electrical
characteristics of a particular capacitor, transistor, or other
discrete component in a solid-state storage unit. Other
transformations of physical media are possible without
departing from the scope and spirit of the present descrip-
tion, with the foregoing examples provided only to facilitate
this description. The computing device 1100 may further
read information from the mass storage device 1128 by
detecting the physical states or characteristics of one or more
particular locations within the physical storage units.

In addition to the mass storage device 1128 described
above, the computing device 1100 may have access to other
computer-readable storage media to store and retrieve infor-
mation, such as program modules, data structures, or other
data. It should be appreciated by those skilled in the art that
computer-readable storage media may be any available
media that provides for the storage of non-transitory data
and that may be accessed by the computing device 1100.

By way of example and not limitation, computer-readable
storage media may include volatile and non-volatile, tran-
sitory computer-readable storage media and non-transitory
computer-readable storage media, and removable and non-
removable media implemented in any method or technology.
Computer-readable storage media includes, but is not lim-
ited to, RAM, ROM, erasable programmable ROM
(“EPROM”), electrically erasable programmable ROM
(“EEPROM”), flash memory or other solid-state memory
technology, compact disc ROM (“CD-ROM”), digital ver-
satile disk (“DVD”), high definition DVD (“HD-DVD”),
BLU-RAY, or other optical storage, magnetic cassettes,
magnetic tape, magnetic disk storage, other magnetic stor-
age devices, or any other medium that may be used to store
the desired information in a non-transitory fashion.

A mass storage device, such as the mass storage device
1128 depicted in FIG. 11, may store an operating system
utilized to control the operation of the computing device
1100. The operating system may comprise a version of the
LINUX operating system. The operating system may com-
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prise a version of the WINDOWS SERVER operating
system from the MICROSOFT Corporation. According to
further aspects, the operating system may comprise a ver-
sion of the UNIX operating system. Various mobile phone
operating systems, such as IOS and ANDROID, may also be
utilized. It should be appreciated that other operating sys-
tems may also be utilized. The mass storage device 1128
may store other system or application programs and data
utilized by the computing device 1100.

The mass storage device 1128 or other computer-readable
storage media may also be encoded with computer-execut-
able instructions, which, when loaded into the computing
device 1100, transforms the computing device from a gen-
eral-purpose computing system into a special-purpose com-
puter capable of implementing the aspects described herein.
These computer-executable instructions transform the com-
puting device 1100 by specitying how the CPU(s) 1104
transition between states, as described above. The comput-
ing device 1100 may have access to computer-readable
storage media storing computer-executable instructions,
which, when executed by the computing device 1100, may
perform the methods described herein.

A computing device, such as the computing device 1100
depicted in FIG. 11, may also include an input/output
controller 1132 for receiving and processing input from a
number of input devices, such as a keyboard, a mouse, a
touchpad, a touch screen, an electronic stylus, or other type
of input device. Similarly, an input/output controller 1132
may provide output to a display, such as a computer monitor,
a flat-panel display, a digital projector, a printer, a plotter, or
other type of output device. It will be appreciated that the
computing device 1100 may not include all of the compo-
nents shown in FIG. 11, may include other components that
are not explicitly shown in FIG. 11, or may utilize an
architecture completely different than that shown in FIG. 11.

As described herein, a computing device may be a physi-
cal computing device, such as the computing device 1100 of
FIG. 11. A computing node may also include a virtual
machine host process and one or more virtual machine
instances. Computer-executable instructions may be
executed by the physical hardware of a computing device
indirectly through interpretation and/or execution of instruc-
tions stored and executed in the context of a virtual machine.

It is to be understood that the methods and systems are not
limited to specific methods, specific components, or to
particular implementations. It is also to be understood that
the terminology used herein is for the purpose of describing
particular embodiments only and is not intended to be
limiting.

As used in the specification and the appended claims, the
singular forms “a,” “an,” and “the” include plural referents
unless the context clearly dictates otherwise. Ranges may be
expressed herein as from “about” one particular value,
and/or to “about” another particular value. When such a
range is expressed, another embodiment includes from the
one particular value and/or to the other particular value.
Similarly, when values are expressed as approximations, by
use of the antecedent “about,” it will be understood that the
particular value forms another embodiment. It will be further
understood that the endpoints of each of the ranges are
significant both in relation to the other endpoint, and inde-
pendently of the other endpoint.

“Optional” or “optionally” means that the subsequently
described event or circumstance may or may not occur, and
that the description includes instances where said event or
circumstance occurs and instances where it does not.
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Throughout the description and claims of this specifica-
tion, the word “comprise” and variations of the word, such
as “comprising” and “comprises,” means “including but not
limited to,” and is not intended to exclude, for example,
other components, integers or steps. “Exemplary” means “an
example of” and is not intended to convey an indication of
a preferred or ideal embodiment. “Such as” is not used in a
restrictive sense, but for explanatory purposes.

Components are described that may be used to perform
the described methods and systems. When combinations,
subsets, interactions, groups, etc., of these components are
described, it is understood that while specific references to
each of the various individual and collective combinations
and permutations of these may not be explicitly described,
each is specifically contemplated and described herein, for
all methods and systems. This applies to all aspects of this
application including, but not limited to, operations in
described methods. Thus, if there are a variety of additional
operations that may be performed it is understood that each
of these additional operations may be performed with any
specific embodiment or combination of embodiments of the
described methods.

The present methods and systems may be understood
more readily by reference to the following detailed descrip-
tion of preferred embodiments and the examples included
therein and to the Figures and their descriptions.

As will be appreciated by one skilled in the art, the
methods and systems may take the form of an entirely
hardware embodiment, an entirely software embodiment, or
an embodiment combining software and hardware aspects.
Furthermore, the methods and systems may take the form of
a computer program product on a computer-readable storage
medium having computer-readable program instructions
(e.g., computer software) embodied in the storage medium.
More particularly, the present methods and systems may
take the form of web-implemented computer software. Any
suitable computer-readable storage medium may be utilized
including hard disks, CD-ROMs, optical storage devices, or
magnetic storage devices.

Embodiments of the methods and systems are described
below with reference to block diagrams and flowchart
illustrations of methods, systems, apparatuses and computer
program products. It will be understood that each block of
the block diagrams and flowchart illustrations, and combi-
nations of blocks in the block diagrams and flowchart
illustrations, respectively, may be implemented by computer
program instructions. These computer program instructions
may be loaded on a general-purpose computer, special-
purpose computer, or other programmable data processing
apparatus to produce a machine, such that the instructions
which execute on the computer or other programmable data
processing apparatus create a means for implementing the
functions specified in the flowchart block or blocks.

These computer program instructions may also be stored
in a computer-readable memory that may direct a computer
or other programmable data processing apparatus to function
in a particular manner, such that the instructions stored in the
computer-readable memory produce an article of manufac-
ture including computer-readable instructions for imple-
menting the function specified in the flowchart block or
blocks. The computer program instructions may also be
loaded onto a computer or other programmable data pro-
cessing apparatus to cause a series of operational steps to be
performed on the computer or other programmable appara-
tus to produce a computer-implemented process such that
the instructions that execute on the computer or other

10

15

20

25

30

35

40

45

50

55

60

65

20

programmable apparatus provide steps for implementing the
functions specified in the flowchart block or blocks.

The various features and processes described above may
be used independently of one another, or may be combined
in various ways. All possible combinations and sub-combi-
nations are intended to fall within the scope of this disclo-
sure. In addition, certain methods or process blocks may be
omitted in some implementations. The methods and pro-
cesses described herein are also not limited to any particular
sequence, and the blocks or states relating thereto may be
performed in other sequences that are appropriate. For
example, described blocks or states may be performed in an
order other than that specifically described, or multiple
blocks or states may be combined in a single block or state.
The example blocks or states may be performed in serial, in
parallel, or in some other manner. Blocks or states may be
added to or removed from the described example embodi-
ments. The example systems and components described
herein may be configured differently than described. For
example, elements may be added to, removed from, or
rearranged compared to the described example embodi-
ments.

It will also be appreciated that various items are illustrated
as being stored in memory or on storage while being used,
and that these items or portions thereof may be transferred
between memory and other storage devices for purposes of
memory management and data integrity. Alternatively, in
other embodiments, some or all of the software modules
and/or systems may execute in memory on another device
and communicate with the illustrated computing systems via
inter-computer communication. Furthermore, in some
embodiments, some or all of the systems and/or modules
may be implemented or provided in other ways, such as at
least partially in firmware and/or hardware, including, but
not limited to, one or more application-specific integrated
circuits (“ASICs”), standard integrated circuits, controllers
(e.g., by executing appropriate instructions, and including
microcontrollers and/or embedded controllers), field-pro-
grammable gate arrays (“FPGAs”), complex programmable
logic devices (“CPLDs”), etc. Some or all of the modules,
systems, and data structures may also be stored (e.g., as
software instructions or structured data) on a computer-
readable medium, such as a hard disk, a memory, a network,
or a portable media article to be read by an appropriate
device or via an appropriate connection. The systems, mod-
ules, and data structures may also be transmitted as gener-
ated data signals (e.g., as part of a carrier wave or other
analog or digital propagated signal) on a variety of com-
puter-readable transmission media, including wireless-based
and wired/cable-based media, and may take a variety of
forms (e.g., as part of a single or multiplexed analog signal,
or as multiple discrete digital packets or frames). Such
computer program products may also take other forms in
other embodiments. Accordingly, the present invention may
be practiced with other computer system configurations.

While the methods and systems have been described in
connection with preferred embodiments and specific
examples, it is not intended that the scope be limited to the
particular embodiments set forth, as the embodiments herein
are intended in all respects to be illustrative rather than
restrictive.

Unless otherwise expressly stated, it is in no way intended
that any method set forth herein be construed as requiring
that its operations be performed in a specific order. Accord-
ingly, where a method claim does not actually recite an order
to be followed by its operations or it is not otherwise
specifically stated in the claims or descriptions that the
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operations are to be limited to a specific order, it is no way
intended that an order be inferred, in any respect. This holds
for any possible non-express basis for interpretation, includ-
ing: matters of logic with respect to arrangement of steps or
operational flow; plain meaning derived from grammatical
organization or punctuation; and the number or type of
embodiments described in the specification.

It will be apparent to those skilled in the art that various
modifications and variations may be made without departing
from the scope or spirit of the present disclosure. Other
embodiments will be apparent to those skilled in the art from
consideration of the specification and practices described
herein. It is intended that the specification and example
figures be considered as exemplary only, with a true scope
and spirit being indicated by the following claims.

What is claimed is:

1. A method of automatically and efficiently generating
music audio content for videos, comprising:

receiving a video from a user, the video comprising a

plurality of segments of frames;

extracting information from the video, wherein the

extracted information comprises information indicating
motion speed in the video, information indicating
motion saliency in the video, information indicating
scene transition in the video, and timing information
associated with the video; and

generating a plurality of sets of music notes matching the

plurality of segments of frames based at least in part on
the extracted information using a model, wherein the
model is pre-trained and learns to correlate video
motion speed with music note density, correlate video
motion saliency with music note strength, correlate
video scene transition with music structure, and corre-
late video timing with music beat;

generating, by a vector generation model, a plurality of

vectors utilizing the plurality of sets of music notes,
wherein each of the plurality of vectors indicates at
least one music feature of one of a plurality of pieces
of music audio, and wherein the vector generation
model is configured to determine music characteristics
based on music notes; and

generating the plurality of pieces of music audio corre-

sponding to the plurality of segments of frames by

inputting the plurality of vectors into an audio genera-

tion model, wherein the generating the plurality of

pieces of music audio corresponding to the plurality of

segments of frames further comprises:

determining at least one template based on each of the
plurality of vectors by the audio generation model,

acquiring the at least one template from a pre-stored
database by the audio generation model, wherein the
at least one template comprises at least one audio
file, and

generating a piece of music audio corresponding to
each of the plurality of segments of frames based at
least in part on the at least one template by the audio
generation model.

2. The method of claim 1,

wherein the pre-stored database comprises a plurality of

templates, and each of the plurality of templates com-
prises an audio file with a particular music feature.

3. The method of claim 1, wherein the generating a piece
of music audio corresponding to each of the plurality of
segments of frames based at least in part on the at least one
template further comprises:

modifying the at least one template by adding a melody

based on one of the plurality of sets of music notes.
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4. The method of claim 1, wherein the at least one music
feature of one of the plurality of pieces of music audio
comprises at least one of music style, bar structure, or music
instrument.

5. The method of claim 1, further comprising:

generating music audio content for the video based at

least in part on synthesizing the plurality of pieces of
music audio, wherein the music audio content matches
motion, intensity, and transition in the video.

6. The method of claim 5, further comprising:

determining whether the user likes the music audio con-

tent based on user input.

7. The method of claim 6, further comprising:

presenting a plurality of options in response to determin-

ing that the user does not like the music audio content;
and

updating the music audio content based on one or more

options selected by the user, wherein the one or more
options are among the plurality of options.

8. The method of claim 5, further comprising:

finetuning video-audio matching between the video and

the music audio content by applying video warping
during the generating the music audio content.

9. A system of automatically and efficiently generating
music audio content for videos, comprising:

at least one processor; and

at least one memory communicatively coupled to the at

least one processor and comprising computer-readable
instructions that upon execution by the at least one
processor cause the at least one processor to perform
operations comprising:

receiving a video from a user, the video comprising a

plurality of segments of frames;

extracting information from the video, wherein the

extracted information comprises information indicating
motion speed in the video, information indicating
motion saliency in the video, information indicating
scene transition in the video, and timing information
associated with the video; and

generating a plurality of sets of music notes matching the

plurality of segments of frames based at least in part on
the extracted information using a model, wherein the
model is pre-trained and learns to correlate video
motion speed with music note density, correlate video
motion saliency with music note strength, correlate
video scene transition with music structure, and corre-
late video timing with music beat;

generating, by a vector generation model, a plurality of

vectors utilizing the plurality of sets of music notes,
wherein each of the plurality of vectors indicates at
least one music feature of one of a plurality of pieces
of music audio, and wherein the vector generation
model is configured to determine music characteristics
based on music notes; and

generating the plurality of pieces of music audio corre-

sponding to the plurality of segments of frames by
inputting the plurality of vectors into an audio genera-
tion model, wherein the generating the plurality of
pieces of music audio corresponding to the plurality of
segments of frames further comprises:
determining at least one template based on each of the
plurality of vectors by the audio generation model,
acquiring the at least one template from a pre-stored
database by the audio generation model, wherein the
at least one template comprises at least one audio
file, and
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generating a piece of music audio corresponding to
each of the plurality of segments of frames based at
least in part on the at least one template by the audio
generation model.

10. The system of claim 9,

wherein the pre-stored database comprises a plurality of

templates, and each of the plurality of templates com-
prises an audio file with a particular music feature.

11. The system of claim 9, wherein the generating a piece
of music audio corresponding to each of the plurality of
segments of frames based at least in part on the at least one
template further comprises:

modifying the at least one template by adding a melody

based on one of the plurality of sets of music notes.

12. The system of claim 9, wherein the at least one music
feature of one of the plurality of pieces of music audio
comprises at least one of music style, bar structure, or music
instrument.

13. The system of claim 9, the operations further com-
prising:

generating music audio content for the video based at

least in part on synthesizing the plurality of pieces of
music audio, wherein the music audio content matches
motion, intensity, and transition in the video.

14. A non-transitory computer-readable storage medium,
storing computer-readable instructions that upon execution
by a processor cause the processor to implement operations
comprising:

receiving a video from a user, the video comprising a

plurality of segments of frames;

extracting information from the video, wherein the

extracted information comprises information indicating
motion speed in the video, information indicating
motion saliency in the video, information indicating
scene transition in the video, and timing information
associated with the video; and

generating a plurality of sets of music notes matching the

plurality of segments of frames based at least in part on
the extracted information using a model, wherein the
model is pre-trained and learns to correlate video
motion speed with music note density, correlate video
motion saliency with music note strength, correlate
video scene transition with music structure, and corre-
late video timing with music beat;
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generating, by a vector generation model, a plurality of
vectors utilizing the plurality of sets of music notes,
wherein each of the plurality of vectors indicates at
least one music feature of one of a plurality of pieces
of music audio, and wherein the vector generation
model is configured to determine music characteristics
based on music notes; and
generating the plurality of pieces of music audio corre-
sponding to the plurality of segments of frames by
inputting the plurality of vectors into an audio genera-
tion model, wherein the generating the plurality of
pieces of music audio corresponding to the plurality of
segments of frames further comprises:
determining at least one template based on each of the
plurality of vectors by the audio generation model,
acquiring the at least one template from a pre-stored
database by the audio generation model, wherein the
at least one template comprises at least one audio
file, and
generating a piece of music audio corresponding to
each of the plurality of segments of frames based at
least in part on the at least one template by the audio
generation model.
15. The non-transitory
medium of claim 14,
wherein the pre-stored database comprises a plurality of
templates, and each of the plurality of templates com-
prises an audio file with a particular music feature.
16. The non-transitory computer-readable storage
medium of claim 14, wherein the generating a piece of
music audio corresponding to each of the plurality of
segments of frames based at least in part on the at least one
template further comprises:
modifying the at least one template by adding a melody
based on one of the plurality of sets of music notes.
17. The non-transitory computer-readable storage
medium of claim 14, the operations further comprising:
generating music audio content for the video based at
least in part on synthesizing the plurality of pieces of
music audio, wherein the music audio content matches
motion, intensity, and transition in the video.

computer-readable storage
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